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Todays plan:

ÅWhat is linguistics ?

ÅGeneral challenges in linguistics 

Åshort history of the Generative grammar ( Generativism )

ÅNew horizons in the study of child language acquisition

Åanecdote on NLP

ÅDiscussion



Movie clip

Åhttps://www.youtube.com/watch?v=p3PfKf0ndik

https://www.youtube.com/watch?v=p3PfKf0ndik


What is linguistics ? 





why are we interested in language? 

Turing test programming languages



Were do CS and linguistics 
meet?
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Computational linguistics: 



Computational linguistics: 

ÅOrigins:

Computational linguistics originated with efforts in the United States 
in the 1950s to use computers to automatically translate texts from 
foreign languages, particularly Russian scientific journals, into 
English.

It is sometimes grouped within the field of artificial intelligence



Computational linguistics: 

ÅDevelopmental approaches

ÅStructural approaches

ÅProduction approaches

ÅComprehension approaches



Computational linguistics:

ÅSubfields:
Å Computational complexity of natural language , largely modeled on automata theory, with the 

application of context -sensitive grammar and linearly bounded Turing machines.

Å Computational semantics comprises defining suitable logics for linguistic meaning representation, 
automatically constructing them and reasoning with them.

Å Computer -aided corpus linguistics , which has been used since the 1970s as a way to make detailed 
advances in the field of discourse analysis.

Å Design of parsers or chunkers for natural languages.

Å Design of taggers like POS-taggers (part -of -speech taggers).

Å Machine translation as one of the earliest and most difficult applications of computational linguistics 
draws on many subfields.

Å Simulation and study of language evolution in historical linguistics/glottochronology.



Example
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Åchildren's language acquisition

ÅAnd more.. 



How do linguists study language? 
ÅCompering languages

ÅExperiments 

Åchildren's language acquisition

ÅAnd more.. 



Foundations (up to the 1960õs)

ÅStructural linguistics: 
Ferdinand de Saussure

ÅHis concept of the sign/signifier/signified/referent forms the core 
of the field.

Åsyntagmatic and paradigmatic axes of linguistic description.



Foundations (up to the 1960õs)

ÅChildren learn by copying their parents 
( in Behaviorism )

ÅLanguages can be different 
boundlessly 



The big bang 
ÅNoam Chomsky

Generative grammar

https://www.youtube.com/watch?v=dXE 6ZafkRMI

https://www.youtube.com/watch?v=dXE6ZafkRMI


Main ideas

ÅTransformational generative grammar

Ådeep structures and surface structures

( experiment )



Main ideas

ÅTransformational generative grammar

ÅDeep structures and surface structures



Main ideas

ÅTransformational generative grammar

ÅDeep structures and surface structures

A child broke a vase

A vase was broken by a child



Main ideas

ÅTransformational generative grammar

ÅDeep structures and surface structures

A kid broke a vase

A vase was broken by a kid



Main ideas

ÅTransformational generative grammar

ÅDeep structures and surface structures

A kid broke a vase

A vase was broken by a kid



Main ideas

ÅUniversal grammar

ÅInherited knowledge of language structures. 

ÅThe "Poverty of the stimulus" argument (sparsity)



Main ideas

ÅChomsky hierarchy



Main ideas

ÅNo use for statistical methods:

ÅA. Colorless green ideas sleep furiously

ÅB. Furiously sleep ideas green colorless

Å òIt is fair to assume that neither sentence (1) nor (2) é had ever occurred in an English 
discourse. Hence, in any statistical model for grammaticalness, these sentences will be 
ruled out on identical grounds as equally òremoteó from English. Yet (1), though 
nonsensical, is grammatical, while (2) is not.ó 

(Chomsky, Syntactic structures,1957)



Controversy
Statistics vs Uniform Grammar



Using CS to research the problem

New horizons in the study of child language acquisition

Deb Roy 2009


