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So	what's	the	plan?
●Motivation	and	purpose  

● Previous	work 

● Some	background  

● The	new	approach 

● Conclusions	and	future	work



What	are	we	trying	to	do?



Previous	work
● A	metaphor	is	a	“mapping”	between	two	distinct	
semantic	spaces 
(Lakoff	and	Turner,	1989) 

● Using	adjectives	as	an	indicator	for	metaphorical	
relationship	between	two	terms 
(Veale	and	Hao	2007,	2008)



Word2vec
“You	shall	know	a	word	by	the	company	it	keeps”	 
–John	R.	Firth	

● How	does	it	work	with	words? 

● How	does	it	work	with	phrases? 

● Syntactic	and	semantic	relationships



Word2vec

● Syntactic	and	semantic	relationships



Word2vec

● How	do	we	measure	the	similarity	of	two	words? 
 
We	are	using	the	cosine	similarity	formula	  
(on	the	board)



How	will	we	measure	our	results?
● Quantitative  
 
 

● Qualitative



Let’s	get	started



In	the	beginning…



Selecting	anchor	words



Selecting	anchor	words



Selecting	anchor	words
● Setting	a	threshold:	similarity	<	0.4



Addition	model



Addition	model
●We	create	a	new	vector,	a: 
vec(a)	=	vec(c)	+	vec(t)



Addition	model
●We	create	a	new	vector,	a: 
vec(a)	=	vec(c)	+	vec(t) 

● Find	a	set	A	containing	n	words	closest	to	vec(a)



Addition	model



Addition	model

Not	good	enough…	



Intersection	model
● Find	two	sets: 
 
-C	containing	n	words	closest	to	vec(c) 
-T	containing	n	words	closest	to	vec(t) 

● Look	at	the	intersection	set	I	=	C∩T



Intersection	model
● Find	two	sets: 
 
-C	containing	n	words	closest	to	vec(c) 
-T	containing	n	words	closest	to	vec(t) 

● Look	at	the	intersection	set	I	=	C∩T  

*choosing	n	=	1000



Let’s	separate	the	wheat	from	the	chaff
● Observation:	A\I	≠	∅	≠	I\A  

● Create	two	new	sets	as	follows: 
-Unique	to	intersection:	UI	=	I\A  
-Unique	to	addition:	UA	=	A\I





Quantitative	observations



Quantitative	observations



Quantitative	observations



Quantitative	observations



Qualitative	observations
● Constructing	a	dataset	of	sentences	using	crowd-
sourced	workers	(Mechanical	Turk) 

● The	task: 
complete	a	template	sentence	of	the	form: 
“[connector	word]	connects	[concrete	noun]	and	
[poetic	theme]	because...”  

● “Barrage	connects	storm	and	surrendering	because...”



An	example



An	example
● “Cook	connects	caring	and	flame	because	it	is	related	
to	flame	as	flames	are	used	in	cooking	and	cooking	can	
be	a	symbol	of	caring	for	someone	with	good	food.”  

● “Torch	connects	caring	and	flame	because	when	
someone	cares	about	someone	else	it’s	often	said	they	
are	carrying	a	torch	for	them,	while	the	visual	of	a	torch	
itself	tends	to	have	a	flame	atop	it.”



Qualitative	observations
● Our	goal:	blend	the	distinct	semantic	spaces	of	the	two	
anchor	words	to	create	figurative	relationships. 

● Synonym-based	relationships 

● Relationships	blending	distinct	semantic	spaces	



Qualitative	observations
● Synonym-based	relationships 

● “Torch	connects	caring	and	flame	because	when	
someone	cares	about	someone	else	it’s	often	said	they	
are	carrying	a	torch	for	them,	while	the	visual	of	a	torch	
itself	tends	to	have	a	flame	atop	it.” 

● Similarity	score	torch-caring:	0.06 
Similarity	score	torch-flame:	0.67



Qualitative	observations
● Relationships	blending	distinct	semantic	spaces	  

● “Cook	connects	caring	and	flame	because	it	is	related	
to	flame	as	flames	are	used	in	cooking	and	cooking	can	
be	a	symbol	of	caring	for	someone	with	good	food.”  

● Similarity	score	cook-caring:	0.26 
Similarity	score	cook-flame:	0.22



Discussing	the	results
● Unbalanced	cosine	similarity-	leads	to	a	synonymous	
relationships. 
 
 

● Balanced	cosine	similarity-	blends	the	two	distinct	
semantic	spaces	of	the	anchor	word	and	creates	a	new	
shared	semantic	space. 



Discussing	the	results
● Unbalanced	cosine	similarity-	leads	to	a	synonymous	
relationships. 
*mostly	the	words	from	the	set	UA  

 

● Balanced	cosine	similarity-	blends	the	two	distinct	
semantic	spaces	of	the	anchor	word	and	creates	a	new	
shared	semantic	space. 
*mostly	the	words	from	the	set	UI



Future	work
● Test	this	hypothesis	directly  
 

● Checking	other	bands	of	similarity	outside	0.25-0.30 
 

● Poetry	generation  
 

● Tools	to	assist	creative	writing



Thank	you!


