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Can a computer predict a judicial 
decision?

 How would you predict a decision?

 Previous attempts mostly focused on disciplinaries in political 

science and economics:

 the nature and gravity of the crime

 Preferred policy position of each judge

 Age of judge, time to retirement, …



The European Court of Human Rights

 European Court of Human Rights = ECHR

 Established in 1959 in Strasbourg, France.

 Rules mostly in conflicts between individuals 

and states.

 Handles cases regarding the violation of the Human Rights 
convention (an international treaty to protect human rights and 
political freedoms in Europe).

 Sort of a ‘supreme court’ (cases are first 

handled by other authorities).

 Why cases from the ECHR?



The European Court of Human Rights

 Why cases from the ECHR?

 Main assumption: there is enough similarity between published 

judgments and applications/briefs submitted by the parties to the 

case.

 We can predict future court rulings based on prior documents with 

similar structure.



The ECHR – Structure of Decisions

 All cases from the ECHR have a specific structure:

1. Procedure

2. The facts:

- Circumstances of the case

- Relevant law

3. The law:

- Alleged violation of article x

- Main arguments of both parties

4. Operative provisions



The ECHR – Structure of Decisions

1. procedure

 The procedure followed before the Court, from the lodging of the 

individual application until the judgment was handed down.

procedure

The Law

Operative Provisions

The Facts: 

circumstances 
+ relevant law



The ECHR – Structure of Decisions

2. The Facts

 Circumstances - the factual background of the case and the procedure

 All actions and events that have allegedly given rise to a violation of the 

ECHR

 Relevant law

procedure

The Facts: 

circumstances 
+ relevant law

The Law

Operative Provisions



The ECHR – Structure of Decisions

3. The Law

 The merits of the case, through the use of legal argument

 The legal arguments used by the parties or the legal reasons 

provided by the Court

procedure

The Law

Operative Provisions

The Facts: 

circumstances 
+ relevant law



The ECHR – Structure of Decisions

4. Operative Provisions

 the Court announces the outcome of the case

 Was there a violation of the convention or not

procedure

The Law

Operative Provisions

The Facts: 

circumstances 
+ relevant law



The Dataset

 Each set of cases was tested separately

 250, 80 and 254 cases for Articles 3, 6 and 8 from the convention, 

respectively.

 Cases are all in English.

 a balanced number of violation/non-violation cases for each 

article.



The Dataset

 250, 80 and 254 cases for Articles 3, 6 and 8 from the convention, 

respectively.



Dataset preprocessing

 Use the text “as is” in the machine learning algorithm?

 Problem: input should be of same length.

 We need to convert the input to a numeric vector

Cases of 
different size

Vector 
representation

Machine learning algorithm



Dataset preprocessing

 All the sections on operative provisions were excluded.

 All cases were lower cased (small letters).

 Stop words removed (“I”, “the”, “and”, “its”, “this”, “that”, … ).

 Can we now use the text as input to our algorithm? Not yet.

import nltk

from nltk.corpus import stopwords

stops = set(stopwords.words('english'))



Dataset preprocessing

 Bag of Words model

 Good representation of text when using NLP

 Treat the text as a “bag of words”

 any information about the order, structure or grammar of words in 

the document is discarded



Dataset preprocessing

 N-gram features

 Instead of words, use N-grams.

 Compute the top 2000 N-grams for each set of cases, for N=1,2,3,4.

 Each case is represented as a 1*2000 vector.

 Each entry of the vector counts the number of times a specific N-gram 

appeared in the case.

 The vector represents the features of the case



Dataset preprocessing

 Example:

 In our case: the input is a 1*2000 vector of most common N-grams

{“it”, “was”, “the”, “best”, “of”, “times”, “worst”, “age”, “wisdom”, “foolishness”}

“It was the best of times,

it was the worst of times,

it was the age of wisdom,

it was the age of foolishness”

[1, 1, 1, 1, 1, 1, 0, 0, 0, 0]

[1, 1, 1, 0, 1, 1, 1, 0, 0, 0]

[1, 1, 1, 0, 1, 0, 0, 1, 1, 0]

[1, 1, 1, 0, 1, 0, 0, 1, 0, 1]

(A Tale of Two Cities, Charles Dickens)



Dataset preprocessing

 Topics/Word Clusters

 Cluster all N-grams into sets.

 Instead of a 1*2000 vector, use a much smaller vector for each 

case.

 Main advantage: reduces the dimensionality of the feature space 

to a 1*30 vector: 

 Less overfitting

 Less computation time.



Dataset preprocessing

 Topics/Word Clusters

 Create a matrix C of all vectors representing one article of the ECHR

 For example, for Article 3: C250*2000

 Each column vector in C represents an N-gram.

 Compute N-gram similarity between all vectors using the cosine 

metric (a measure of similarity between two non-zero vectors). and 

create an #N-grams*#N-grams similarity matrix.



Dataset preprocessing

 Topics/Word Clusters

 Compute N-gram similarity between all vectors using the cosine 

metric (a measure of similarity between two non-zero vectors), and 

create an #N-grams*#N-grams similarity matrix:

 Entry (n,k) in the matrix represents similarity 

between N-gram n and N-gram k.



Dataset preprocessing

 Topics/Word Clusters

 Apply spectral clustering to obtain 30 clusters of N-grams.

 use a 30*1 vector as to represent each case. 



Training the model

 Binary classification: predict if, in the context of a particular case, 

there is a violation or non-violation in relation to a specific Article.

 Non-violation cases were labeled -1, violation cases labeled +1.

 Train a Support Vector Machine (SVM), well suited for text

classification.

Cases of 
different size

Vector 
representation

Machine learning algorithm



Training model

 SVM  - Support Vector Machine

 Given a set of training samples, each marked as belonging to one 

of two categories, the SVM algorithm builds a model that assigns 

new samples to one of the categories.

 The samples of the two categories are divided by a clear gap that’s 

as wide as possible.

 The line doesn’t have to be linear.



Results

 Accuracy =
TV+TNV

V+NV

 TV, TNV – number of true case classifications for 

violation/ non-violation.

 V, NV – total number of cases w/o violation 

(true and false classifications).



Results
 Accuracy of a random guess – 50%

 Accuracy using only N-grams

 Accuracy using topics

AverageArticle 8Article 6Article 3Section used when training

Procedure

Circumstances

Relevant law

The Facts

The Law

Full (All sections combined)

procedure

The Law

Operative Provisions

Case structure

The Facts: 

circumstances 
+ relevant law



Results
 Accuracy of a random guess – 50%

 Accuracy using only N-grams

 Accuracy using topics

 Accuracy when using both topics and circumstances

AverageArticle 8Article 6Article 3Section used when training

73%71%81%67%Procedure

76%77%82%68%Circumstances

73%72%78%68%Relevant law

73%68%80%70%The Facts

62%62%68%56%The Law

75%72%82%70%Full (All sections combined)

78%76%81%78%

79%78%84%75%

procedure

The Law

Operative Provisions

Case structure

The Facts: 

circumstances 
+ relevant law



Results
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Discussion

 Should a computer determine legal decisions?



Discussion

 Other, less controversial ways to use of machine learning in the legal 

field: 

 Find valid legal arguments

 Summarize cases in order to find supportive arguments

 Identify legal trends

 divide cases into subsections

 …



The end


