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Abstract

The basic argument of this paper is that until re-
cently theatrical performances involving human
and computer actors were not possible due to the
lack of appropriate computational models for ac-
tion representation, recognition, and generation.
This paper surveys and classifies some recent
experiments in computerized performances, and
uses this classification as a framework to estab-
lish the importance of action as a foundation of
computer theater. It also argues that computer
theater has many characteristics which qualify it
as a good domain for AT and computer vision re-
search on action. Finally, an example of a script
for a computer theater performance is provided
and analyzed in terms of scientific and techno-
logical challenges.

Action is the basis of theater' and, as such, needs to be
fully incorporated in whatever model a computer is running
during a computer-based theatrical performance. I believe
the lack of good models for action is the basic reason for
the relative absence of experiments involving theater and
computers. The attempts to wire up stages or performers
were in general concerned with dance (for instance, [20]),
depending solely on the detection of positional and spatial
movements.

Computer theater not only requires action representa-
tion and recognition but it is also an interesting domain
for action research. To support this argument I begin by
examining the multiple possibilities of making theater with
computers, concerning both explored and unexplored de-
velopments. Some attempts to represent and recognize ac-
tions are examined in the second part of the paper, followed
by the analysis of a very simple script written for a com-
puter theater performance.

1 Computer Theater

As much as museums and art galleries seem to depend on
the physical presence of objects, a performance requires
the sharing of a common physical space. Otherwise the
fundamental relation, the suspension of disbelief, does not
take place.

In this paper I consider as computer theater only situa-
tions which involve human performers and audience in the
same physical space, therefore excluding the idea of “dis-
tributed theater” as proposed by Krueger ([17], pg. 221).

!Langer, in [19], chapter 17, contains an interesting dis-
cussion about the basics of theater.

By doing this I am not ruling out the importance of new
theatrical forms of art and entertainment which do not re-
quire physical sharing of space. My objective is mostly
to delimit the scope of computer theater to simplify the
analysis and be able to draw generic conclusions.

I also restrict the usage of the term computer theater
to performance situations (ruling out, for instance, user
browsing and story-telling). Computer theater, in my view,
is about providing means to enhance the artistic possibili-
ties and experiences of professional and amateur actors, or
of audiences clearly engaged in a representational role in a
performance ([35]).

The classification of interactive computer music systems
proposed by Rowe in [32] is an interesting starting point for
the understanding of the possibilities of computer theater.
Rowe classifies music systems according to three dimen-
sions, two of which naturally extend to theatrical systems.

Particularly important to my analysis is Rowe’s differen-
tiation between player and instrument paradigms for inter-
active music systems. Based on his classification, I propose
the categorization of computer theater systems into three
categories: hyper-actors, computer-actors, and computer-
ized stages.

1.1 Hyper-Actors

Rowe ([32]) classifies an interactive musical system as fol-
lowing the instrument paradigm if the basic concern is to
construct an extended musical instrument. For instance, in
the hyperinstruments project led by Tod Machover at the
MIT Media Laboratory ([21]), musical instruments were
built which sense a virtuoso musician’s gestures, enabling
him/her to control and modulate a computerized counter-
part to the acoustic sound produced by the instrument.

An actor’s instrument is his body — including voice and
facial expression: “virtuosi” actors are able to control their
bodies in extraordinary and different ways. Through the
centuries actors have relied on masks, make-up, and cos-
tumes to alter their bodies, or in the extreme case, on
puppets and marionettes.

I suggest the term hyper-actor to denote computer the-
ater systems which aim to enhance the actor’s body and
therefore his expressive capabilities. A hyper-actor ex-
pands an actor’s body so he is able to trigger lights, sounds,
or images on a stage screen; to control his final appearance
to the public if his image or voice is mediated through the
computer; to expand its sensor capabilities by receiving in-
formation through earphones or video goggles; or to control
physical devices like cameras, parts of the set, robots, or
the theater machinery.

The idea has been more explored in dance and music



than in theater. Body suits wired up with sensors having
been widely explored with, recently in the works of Troika
Ranch?®. Other examples include the performances of Lau-
rie Anderson involving the processing of her voice and
singing through a Synclavier ([2]); George Coates’ exper-
imentation with actors receiving the script from Internet
users during the live performance of “Better Bad News”;
and Christopher Janney’s performances where a musician
and a dancer played with the sound of their heartbeats®.

Another possibility is having the actor not on stage, and
providing him the means to control the physical appear-
ance of his image to the audience. Mark Reaney’s “virtual
theater” ([30]) is a very curious illustration of this concept.
In a typical scene an actor on stage plays with an off-stage
actor whose image is seen by the audience on two large
stereo-graphic video screens (the audience wears special
3D-goggles). The off-stage actor’s image expands and con-
tracts according to the play events and is used to symbolize
and enrich the power struggle portrayed in the scene.

1.2 Computer-Actors

The player paradigm in interactive music systems corre-
sponds to situations where the intention is to build “.. an
artificial player, a musical presence with a personality and
behavior of its own...”. In the computer theater realm
the player paradigm corresponds to the computer-actor, a
computer program which assumes the role of one of the
characters of the play. The computer displays the charac-
ters’ actions in some sort of output device such as video
screens, monitors, speakers, or physical devices.

The distinction between hyper- and computer-actors is
important because computer-actors require a control sys-
tem which decides what to do “independently” of the de-
sires of the human partners. A computer-actor must be
able to follow the script — if there is one — and react
according to its own role; here, the issues of decision and
control of expressiveness seem to be more relevant than in
the case of hyper-actors. In contrast, hyper-acting (with-
out the bad connotation of the term) is likely to require
much better sensing and understanding of the human per-
former actions.

A straightforward implementation of computer actors
would be human-like or cartoonish characters displayed
on a stage screen. Most of the interesting examples come
from the research oriented towards direct user interaction
with computer-generated characters ([41]). Worth of men-
tion is the work of Bruce Blumberg ([22]) in building a
computer graphics generated dog which interacts with the
user, obeying simple gestural commands (“sit”, “catch the
ball”) while satisfying its own agenda of necessities (“drink
water”, “urinate”). The interaction occurs through a large
video screen which simulates a mirror where the user and
the dog occupy the same space.

An interesting alternative is being developed by Flavia
Sparacino ([38]) who is incorporating behavior-based in-
teraction into text, pictures, and video, constituting what
she calls media-creatures. The project also involves explor-

’http://www.art.net/Studios/Performance/Dance/
Troika Ranch/TroikaHome.html

*http://www.georgecoates.org/

*http://www. janney.com/heartb.htm

*[32], pg. 8.

ing media-creatures in dance and theater performances —
media-actors. Similarly, computer-actors can be computer-
generated objects which do not exist in the real world (or
do not normally interact with people). As an example of
the idea, Sommerer and Mignonneau® developed an art in-
stallation where fractal-based images of plants grow when
the user touches a real plant in the space. Actors and
dancers can also be embodied in robots’ and kinetic sculp-
tures.

As a performer and director I find the possibility of writ-
ing for, directing, or performing with non-existent objects
and media-actors a dazzling way to expand the realm of
expressiveness of theater in novel directions, as much as
synthesizers have expanded the concept of music and mu-
sical events.

1.3 Computerized Stages

It is worth mentioning another type of computer theater
systems which are concerned with the expansion of the
possibilities for the stage, set, props, costumes, light and
sound. The fundamental distinction with the hyper- and
computer-actors is that elements of computerized stages are
not characters or representations of characters of a play.

A stage can react by changing illumination, generating
visual and sound special effects, changing the appearance
of backdrops and props, or controlling machinery. An ex-
ample is the Intelligent Stage project at Arizona State Uni-
versity ([20]) which enables the mapping of volumes in the
3D space to MIDI outputs. Movement and presence of
dancers are monitored by 3 cameras, triggering music and
lights accordingly.

2 Dimensions of Experimentation

It is also important to distinguish between different aspects
to be considered for investigation and experimentation in
computer theater. Particularly because some modes and
possibilities have hardly been addressed by past and cur-
rent computer theater systems as, for instance, it is the
case of rehearsable computer-actors and script-following
systems.

2.1 Rehearsal vs. Performance

Ensemble rehearsing is a key part of the artistic process
of theater. Compared to music, the ensemble rehearsal
process in theater is longer and richer in experimentation.
Characters are usually built through the interaction be-
tween actors on the stage with supervision and guidance
from the director.

Performing with a bad actor is bad, but rehearsing with
a bad actor is quite worse. An unmotivated or limited
actor in rehearsal can stop the creative process of the whole
company. The importance of rehearsal is a major point
that most of the computer theater experiments so far have
inadequately addressed, especially in the case of computer-
actors.

According to this view, one of the biggest challenges
in computer-theater is to build hyper- or computer-actors
which can actively respond to variations in the staging of

Shttp://www.mic.atr.co.jp/ christa/

"http://guide.stanford.edu/people/curtis/
machoreo.html



a script as they are discovered and proposed during re-
hearsal time by the human actors and by the director.
Such rehearsable computer-actors seem to require more ac-
tion representation and recognition than performance-only
computer-actors.

2.2 Scripts and Improvisations

Rowe ([32]) also distinguishes between score- and
performance-driven computer music, which I map to the
concepts of scripted and improvisational computer theater.
Scripted computer theater systems are supposed to follow
totally or partially the sequence of actions described in a
script. During the performance the system synchronizes
the on-going action with the script, giving back its “lines”
as they were determined during the rehearsal process or,
less interestingly, in an off-line mode by the director.

Improvisational theater relies on well-defined characters
and/or situations. This type of computer theater has im-
mediate connections with the research on developing char-
acters for computer games and software agents ([3, 22]).
However, the distinction between actor/situation is not
present in most game-agents, impoverishing the theatrical
interest in such creatures since a major source of dramatic
conflict in an improvisation is setting the characters in un-
expected situations and environments.

Yet more important is the fact that good improvisation
requires recognition of intentions. Knowing what the other
character wants to do enables interesting and rich coun-
teracting behavior. Otherwise, the resulting piece is flat,
structurally resembling a “dialogue” with an animal: the
sense of immediacy dictates most of the actions.

It 1s interesting to notice that most of the initial re-
search in interactive computer music was concerned with
score-driven systems ([36]), while computer theater seems
to be steering towards improvisation, perhaps following the
present interest in interactive spaces for computer games

([33]).
2.3 Performers and Users

Most of the experiments on building interactive computer
characters have been targeted towards non-actors, peo-
ple unfamiliar with the computerized environment/space.
This is not the case in computer music, where the funda-
mental concern has been to provide tools for people with
some musical training.

Although the development of ideas and methods to con-
cretely engage users is very important, I believe it is fun-
damental to first concentrate efforts on understanding and
reacting to actors and audience in a performance situa-
tion. There is an important reason to do so: users are
boring from the action point of view. Users are motivated
mostly by curiosity, and their repertoire of displayed ac-
tions/reactions is normally very restricted.

It 1s very hard to develop a performance with people
who are not committed to engage — as street performers
well know. A system assuming non-engaged users must
rely on story-telling techniques to create an interesting en-
vironment. Theater — and, in general, performance — can
go beyond story-telling by assuming that performers and
audience know and are engaged in their roles.

Galyean’s work ([9]) in interactive narrative is an inter-
esting example where the user navigates a virtual world
which coerces him to watch a story. At some point of the

narrative, the user becomes — unwillingly — the central
character of the plot. There is a great deal of control em-
bedded in the program to assure the engagement of the
user: if the user does not pay attention to key events, they
are repeated, and the story includes moments designed to
attract attention, as for instance, when a car is made to
crash in front of the “virtual” user. Immersive story-telling
environments like Galyean’s seem to require different tech-
niques for interaction with their audience/users, relying
more on interactive narrative than on action-based dra-
matic structure.

My view is that user-oriented computer theater systems
should be concerned with the provision of true theatrical
experiences, transforming the user into a performer, an ac-
tor, or a director. The trivial example of a performance
experience is a karaoke-style system where the user inter-
acts with a computer-actor in front of an audience — a
theatroke® — like the “Interactive Shakespeare” built by
Michael Naimark®.

More interesting is the possibility of giving the user the
experience of acting, in the sense of building a character or
living intensively a theatrical situation. Rehearsal impro-
visations and theatrical games ([15]) are, sometimes, the
most rewarding aspects of the theater craft. In computer
music, a similar issue is being addressed by the new gener-
ation of hyper-instruments built by Tod Machover, aimed
to “.. make the interaction with such sophisticated sys-
tems/instruments as intuitive and natural as possible for
the general public (...) but that do NOT eliminate the ne-
cessity of concentration, skill and imagination (so make

challenging MENTAL interfaces) 710,

3 Computer Theater Based on Action

It is certainly possible to have a computer theater sys-
tem which just produces output from a pre-determined and
pre-timed computer “script”. As soon as the performance
starts, the computer generates output according to a list
of timed “cues” determined precisely during rehearsal. Al-
though human actors (and especially dancers) can adjust
their performances to such situations, the results can be ex-
pected to be devoid of richness and life. Computer theater
seems to be worthwhile only if the hyper- or computer-
actor also follows the actions of its human partners and
adjusts its reactions accordingly.

In the case of scripted theater the computer system must
recognize the actions being performed by the human actors
and to match them with the information from the script.
We could conceive a “minimal” system as using a detailed
list of sensory inputs and the corresponding computer-
generated outputs. The list can be provided manually
by the director or technical assistants, and, during perfor-
mance, the computer system just matches the listed sen-
sory inputs and generates the pre-determined output.

Although the “simple” system just described is hard
to implement in practice due to noisy sensors and perfor-
mance variability, I believe there is a much more interesting

8Since karaoke, in Japanese, literally means “empty or-
chestra”, a more appropriate word would be karayaku
which can mean something like “empty role” or “empty
actor”.

°See a description in [17], pg. 223.

http://brainop.media.mit.edu/growth/



approach to computer theater based on action understand-
ing. Instead of providing a computer-actor with such a
cryptic list of sensor-reaction mappings, the challenge can
be to use as input the actions and reactions as determined
textually in a script or by the director.

The textual description of the actions corresponding to
the human part can then be analyzed by the computer
producing visual and auditory components which can be
detected by sensory routines (see [26]). On the other
hand, the hyper- or computer-actor actions in the script
can be used to directly generate low-level instructions for
computer-graphics or external physical devices (see [16]).
According to this view, a computer-actor should be in-
structed by words like “shout” or “whisper”, and be able
to recognize automatically an action described simply as
“actor walks to the chair”.

A positive feature of action-based verbal descriptions is
precisely their vagueness. A description like “actor walks
to the chair” does not specify from where the actor comes,
the path taken, etc. Instead, it highlights only the final
destination enabling the actor to explore different ways of
performing it without disengaging the recognition system.
Similarly, describing the computer-actor’s actions in tex-
tual mode provides room for reactive mechanisms during
rehearsal or performance time. An instruction like “com-
puter shouts back” can be translated not as a fixed volume
level, but as a volume proportional to the current scene’s
sound level.

Action-based description of scenes can also be employed
to describe the structure of improvisational systems with
the same advantages, although the recognition of actions
is complicated here by the lack of pre-determined order-
ing. However, as mentioned before, to implement impro-
visational computer-actors it is necessary to deal with the
recognition of the intentions behind the actions of the hu-
man actor. For example, in an “escape sketch” it is not
only necessary to recognize that an actor is moving errat-
ically in a room, but also whether he is trying to escape
from it and which exit he intends to use. Perceptual recog-
nition of intentions has been hardly explored, and I believe
it constitutes a major challenge for the design of interesting
improvisational computer-actors.

4 Computer Theater as a Domain for
Action Understanding

Not only the action approach seems to be appropriate to
computer theater, but I also believe that computer theater
is a very good domain for research in action understanding.
Action is the basic underlying foundation of theater, and
specific characteristics of the theatrical activity provide a
range of interesting elements for the Al research on action.

In the simplest analysis, it is easy to see that the gestures
employed by actors are more explicit and determined than
ordinary human activity. For instance, if holding a glass
of whiskey is important, the actor makes sure that the
audience notices when the glass is picked up. Theater also
naturally provides a wider range of gestures, postures, and
situations than normal life.

Moreover, actions in theater are staged such as every
member of the audience can see them, and minuscule ges-
tures are rarely used. Therefore, visual action recogni-
tion can employ long-shot, wide-angle cameras which corre-

spond to the audience’s field of view, avoiding the problems
of having different image resolution needs which plague, for
instance, the building of an action recognizer for an office
space.

There are also more interesting and deeper reasons to
use theater as a domain for action understanding. Theater
defines clear and defined contexts which provide natural
limits for reasoning and recognition processes. The context
is described in the script, as well as the basic repertoire and
sequence of actions and movements of the actors. Also,
the mechanics of the dramatic text makes attention to be
driven by actions of the performers, and only quite rarely
by non-human caused events.

However, my greatest hope is that computer theater
might enable action research to start tackling the hard is-
sue of intentionality. In theater, the intentions of the play-
writer are translated into physical activity (here including
voice punctuation and intonation) by the joint effort of the
director and actors during rehearsal. Traditionally, the di-
rector analyses the text and assigns intentional actions to
parts of the script, and general objectives to different char-
acters (see [7], chapter 7 and part IV). During rehearsal,
the actors are guided to find physical activities which cor-
respond to the intention of the characters, in a process
which often involves improvising and relating the context
to personal experience ([5]). Thus, the resulting activities
are loaded with explicit intentional elements by design.

Therefore, theater enables us to assume that every ac-
tion is intentional and the result of the conflict between
the character’s objectives and the other actors’ actions. In
other terms, intentions can be expected to be explicit and
present in every activity, creating situations where the re-
lationships between intention, action, and physical activity
are easier to study and model.

5 Action Representation,
Recognition, and Generation

As | argued above, computer theater can become a good
domain to investigate action representation and recogni-
tion. In this section I briefly survey the current state of the
research in action representation, recognition, and genera-
tion.

5.1 Representation

Representing actions has been the object of research of lin-
guistics ([14, 34, 27]), computer graphics ([16]), and com-
puter vision ([37]). However, the research is still strug-
gling against traditional Al problems like context use and
common-sense reasoning.

As part of my Ph.D. research with Prof. Aaron Bobick
at the MIT Media Laboratory, a representation scheme
has been developed based on Schank’s conceptualizations
([26]), called action frames. Our research considers the do-
main of TV cooking shows, and has been applied in the de-
velopment of SmartCams, automatic cameras for TV stu-
dios ([25]). This work should extend naturally to computer
theater, since the camera control system is designed to be
independent of the general system which uses and under-
stands actions from the script of the cooking show.

Part of our current research efforts are focused on design-
ing a better representation for actions. We are still debat-
ing the convenience of using Schank’s primitives to describe



every action. Also, action frames need to be augmented by
incorporating visual elements, as in [16], and time refer-
ences, possibly using Allen’s interval algebra ([1]). Another
important element missing in our representation system is
a mechanism to specify the intensity of an action. For
computer theater purposes, the difference between “talk-
ing” and “shouting” is crucial.

5.2 Recognition

Research in visual action recognition has been restricted to
recognizing human body movements ([13, 31, 29, 10, 4]).
[18, 37, 12] are among the few works which actually exam-
ined some of the issues related to understanding actions
and their effects in the world.

Bruce Blumberg’s dog mentioned above uses the recog-
nition capabilities of ALIVE ([22]) to react to commands
like “pointing”, “sitting”, and “catch the ball”. The lim-
ited vocabulary and precise context enables the translation
of hand positions directly into actions: an extended arm
into the ground means “sitting” independently of the ac-
tual shape of the hand or the direction of sight.

Aaron Bobick and I have been conducting research (un-
published) addressing visual action recognition. The key
idea behind the proposal is to represent time constraints us-
ing Allen’s interval algebra ([1]), enabling vaguely specified
relationships among the actions, sub-actions, and visual
features. The visual features are obtained from a dictio-
nary of action verbs which translates the actions from the
script into information about features detectable by visual
routines.

Recognition of displayed emotional states can determine
the appropriate reaction of a computer-actor. [8] describes
some work on recognition of human facial expressions. In
the case of hyper-actors, detection of true emotional states
can be used to control the augmented body. Affective
states have been addressed by Roz Picard at MIT ([24])
through direct sensing of body variables such as blood pres-
sure and heartbeat. However, it is hard to predict if such
techniques can work in performance or rehearsal since of-
ten the displaying of emotions is precisely — and coldly —
controlled by the actor.

Speech recognition can be a simple way to synchronize
performance and scripts, by matching the spoken words
with the lines in the script. However, in improvisational
theater it is necessary to go a step beyond, and add under-
standing capabilities to the system. Another dimension of
voice is the expression of emotions, although recognition
research in this case is only beginning ([28]).

5.3 Generation

There has been a significant amount of work to incorpo-
rate action into computer-graphics: [16, 40] are good ex-
amples. Perlin’s work ([23]) is particularly interesting be-
cause the computer-actor receives commands directly as
action verbs.

The synthesis of facial expressions for human-like com-
puter characters has also received significant attention from
the computer graphics community. The work of Ter-
zopoulus [39] is a typical example where the modeling of
facial muscles and tissue enables a variety of facial expres-
sions.

Although speech synthesizers are already commercially
available, the ability to generate expression-modulated

speech is still a subject of research ([6]). Finally, a good ex-
ample of attributing expressiveness to media objects is the
work of Yin Yin Wong ([42]) with expressive typography.
In this case, text dynamically changes its shape, typeface,
color, and screen position in order to convey temporally
the expressive dimension of the message.

6 A Computer Theater Performance

The following is a script for a mime-like computer theater
performance which exemplifies some of the possibilities for
hyper- and computer-actors. It is not supposed to be ar-
tistically complex or ambitious: I intentionally made the
option for a simple and direct plot to emphasize the nature
of interaction expected to happen between the actor and
the computer theater system:

A large video screen, covering the diagonal at
stage left, shows the image of a sidewalk. Com-
puter graphics images of emply shoes — in fact,
computer-actors — walk by the sidewalk once in
a while. A human actor uses a sound-generator
hyper-actor, being able to produce sound effects
accompanying some of his actions. He enters
the stage carrying a shoe-shining box. He puts
the box in front of the screen. Then he reaches
for a bucket lying upstage right, and throw the
contents towards the screen. He follows with his
arm (producing sound) the invisible path of the
bucket’s contents till he sees a big spill of mud
on the sidewalk. A pair of shoes enters the screen
and steps on the mud, getting dirty. He mimes
polishing each shoe (as if they are real and out-
side of the screen), and the screen’s shoes become
shiny — and happy. Polishing produces a mu-
sic following the rhythm and the intensity of the
shining. He receives money and waves back as
the shoes leave the screen. A pair of bare feet en-
ters and gets dirty. He polishes them, while they
seem to scream of pain, and run away without
paying. He gets someone from the audience to
become the shoe-shiner. He steps outside, show-
ing the new shoe-shiner how to react to a pair of
woman high-heels. The high-heels are very happy
with the member of the audience’s work, and the
actor becomes jealous, and pushes the member of
the audience out of the stage. When he tries to
continue polishing the high-heels, they kick him
and go away. A giant pair of shoes enters, steps
on the mud, and mud is spilled on the actor. He
starts polishing himself, visibly sad. When he is
done, the giant shoes come back and spill mud
on him again. The actor and all the shoes bow
acknowledging the applauses while credits are dis-
played on the screen.!

This script is biased towards visually recognizable ac-
tions and it is designed to provide clear physical activity.
By this example, we can see the variety of actions a per-
formance can have. However, I am still considering the
appropriateness of many of the script elements and the

' Adapted from “Shoeshine” by James Gousseff ([11]),
pg. 72.



feasibility of detecting many of the actions with current
real-time computer vision technology.

The process to produce this performance starts by input-
ing the script into the computer system responsible for the
recognition and generation of CG animation. The script
is translated into a representational scheme based on ac-
tion (ideally, the translation is automatic), which is fed
both to the visual recognition system and to the hyper-
and computer-actors’ systems.

The visual recognition system expands the information
from the script to determine proper visual cues for the
beginning and ending of all actions (again, ideally, au-
tomatically — see a similar inference situation in [26]).
The computer-actors also translate the actions into low-
level graphics automatically. Actor and computer-actors
rehearse together, defining the physical activities implicit
in the actions. Here, the director evaluates the perfor-
mance of the computer-actors and suggest modifications
through a computer interface: intensity and path of move-
ments, shape, and color are among the parameters which
can be controlled. Similarly, the actor tunes the output
of his hyper-actor system by giving instructions associated
with the actions. On the other hand, actions which are not
being distinguished by the action recognition system can
be enriched with more detailed information about position
and attitude of the actor, disambiguating the input.

If we compare this example with the previous section on
the current state of action understanding, it is clear that
much work needs to be done. I do not expect to see such
powerful systems running in a short period of time. How-
ever, there are many sub-components and sub-problems
which can be solved separately and integrated with simpli-
fied version of other modules. The important thing about
the above script is not how it can be implemented but that
it makes clear how rich and challenging is the computer
theater domain for action recognition and representation.

7 Final Remarks

Throughout this paper I stressed many times the impor-
tance of action in computer theater. Action and reaction
are essential to the vitality of theatrical performance and
must be incorporated, implicitly or explicitly, into any com-
puter theater system.

The classification of computer theater developed in the
first half of the paper is important to clarify and compare
different techniques and approaches and their dependency
on particular computer theater systems. Rather than be-
ing exhaustive, the enumeration of different possibilities of
computer theater has the aim of guiding the design of new
systems targeting specific scientific or artistic concerns.

Finally, I believe action representation and recognition
research can be significantly boosted by using the com-
puter theater domain. Defined contexts, exaggerated ges-
tures, controlled environments, known and reliable map-
pings between symbols and real world, explicit translation
of intentions into physical activities, and richness of differ-
ent situations can provide a fertile environment for action
research. The disadvantages are the likely “toy” domains,
and the difficulties on devising evaluation methods.
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