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ABSTRACT
In next-generation virtual 3D simulation, training, and
entertainment  environments, intelligent  visualization

interfaces must respond to user-spedfied viewing requests
so users can foll ow salient points of the action and monitor
the relative locations of objects. Users should be able to
indicae which object(s) to view, how each should be
viewed, cinematic style and pace, and how to respond when
asingle satisfactory view is not possble. When constraints
fail, weak constraints can be relaxed or multi-shot solutions
can be displayed in sequence or as composite shots with
simultaneous viewports. To addressthese isaues, we have
developed CoNsSTRAINTCAM, a red-time @mea
visuali zation interface for dynamic 3D worlds. It has been
studied in an interactive testbed in which users can issle
viewing goals to monitor multiple autonomous characters
navigating through a virtual cityscape. CONSTRAINTCAM'S
red-time performancein this testbed is encouraging.

KEYWORDS
Intelligent 3D visuali zation, adaptive and customizable user
interfaces.

INTRODUCTION

The recet emergence of high-end 3D graphics
technologies offers great promise for a new generation of
interactive 3D entertainment, education, and simulation-
based training systems. In these and future systems, the
ahility to dynamicdly create visudizations that effedively
respond to users viewing requests, regardiess of the
complexity of the environment or its dynamics, is essntial.
To this end, recent projects have explored techniques for
generating 3D illustrations [8, 9, 18, 19], producing 3D
animated movies [5, 14], generating 3D animated
explanations to achieve communicative goals [1, 2, 4, 13],
visualizing museum walkthroughs and virtual chatrooms
[6, 12], and generating D scenes with smulated humans

for ergonomic smulation [16] and VR training [17].
Automatic camera mntrol asdstants can keep a goal object
in clea view or help navigate aterrain [10, 11, 15, 16].

Intelligent visualization interfaces are criticd for real-time
interactive visualization of dynamic 3D worlds. For
example, in next-generation 3D interactive fiction systems,
multiple autonomous characters will inhabit complex
environments. Autonomous characters will unpredictably
navigate and interact with one another and environmental
artifacts. At any time, the viewer may wish to monitor
various aspeds of the action or gauge the relative locations
of the characters. Users of interactive 3D simulations and
training applications could also post viewing goals to either
monitor the environment or assst in performing tasksin the
environment. Consequently, the intelligent visualization
interface should, in generd, attempt to satisfy viewer
requests in red-time regardless of how dynamic or
complex the environment. This entails continuously
planning acdusion-free @mera placanents to view the
salient features of the relevant subjects © that the viewer
can immediately comprehend the subjeds and their
interactions with one another and the environment.

To address these isaues, we have developed an intelli gent
visualization interface that employs a partia constraint-
based framework. By reasoning from akind o “cinematic
first principles’ of scene geometry, the visualization
planne can solve viewers goas to \visudize given
subjeds. Each subject can include one or more user-
spedfied viewing constraints such as vantage angle or
distance in addition to avoiding ccdusions. Moreover, by
employing a partial constraint satisfaction approach, it can
provide dfective aternate visualization solutions when
constraints canot be @mpletey satisfied. The
visualization interface ca relax wesk failed constraints
and, if necessary, decmpaose a viewing goal into multiple
shots, which can be presented as either a sequence of views
or a mmposite view with smultaneous multiple viewports.
Clarity is improved by applying several visual cues
including color-coded highlights.  In a red-time 3D
interactive virtual environment, the user can a any time
spedfy which subjedsto view, the vantage constraints, and



preferences to control the use of inset viewports,
highlighting effeds, camera pace, and cinematic style.

This framework has been  implemented in
CONSTRAINTCAM, an intelligent visualization interface for
interactive 3D worlds. Its behavior has been studied in an
interactive testbed with multiple autonomous characters
interacting in a dense dtyscape of potentially ocduding
buildings. The user monitors the action by posting viewing
requests to observe a spedfied subset of the dharacters as
they exhibit bath goal-direded and stochastic behaviors.
Three autonomous characters, a police officer, Jake, and
Sam wander the streds saching and competing for a lost
bag of money. CoONSTRAINTCAM'S real-time performance
and the results of an informa focus group study with
viewers have yielded encouraging results.

AUTOMATED 3D CAMERA PLANNING

An intdligent 3D visualization interface requires an
automated camera planner to position the canera to view
the scene.  Automatically planning camera shots requires
solving predsaly the same sets of problems that are faced
by cinematographers. Human cinematographers cen
compose @mera placements, or shots, to capture momplex,
live events taking place in real-world physical settings
frequently beyond their control. Likewise, automated
camera planners must reason about the given viewing
request in the cmntext of extant structures of the virtual
environment rather than either ignoring them or making
simplifying changes to them. Consequently, a general-
purpose solution to the automated camera planning
problem should satisfy the foll owing four requirements:

e User-Secified Viewing Goals: At any time, viewers
may wish to view any set of subjeds, and they may do
S0 by stipulating spedfic viewing constraints on each.

e Real-time Behavior Unpredictability: Events may
occur in an unpredictable fashion resulting from
interactions  between  autonomous  characters,
simulation events, and interactive user manipulations.

e Environmental Complexity: Worlds are populated by
objeds arranged in non-trivial configurations.

« World Non-Interference: The world should not be
modified to smplify the visualization problem.

Prior works on automated camera planning b not provide
a general-purpose solution to address these requirements.
One family of systems employs camera positions pre-
spedfied relative to the subject(s) being viewed [1, 2, 8, 9,
18, 19). This approach fails when the canera must view
arbitrary combinations of subjeds with spedfic constraints,
or when unanticipated motion or obstructions ocdude the
subjeds of interest. IBIS can overcome viewing fail ures by
using multi-view illustrations and cutaways of occluding

obstructions, and CATHI has a facility for transparency [4,
9]. Though not a focus of this work, transparency and
cutaways could be used in spedal cases quch as when a
subjed is enclosed within another ohjed.

| diom-based systems encode knowledge of cinematography
to sequence shots of commonly occurring actions [4, 5, 12,
13, 14]. Idioms focus on the complementary issue of
sequencing shots rather than solving camera positions.
Exigting idiom-based systems use a finite set of pre-
spedfied relative amera placaments in lieu o camera
placament solvers. Thus, these idiom-based systems can
often fail to find acceptable shots when subjects occupy
unanticipated relative spatial configurations, or when
structures in the world ocdude the subjects of interest.

In contrast, the nstraint satisfaction approach to
automated camera planning casts viewing goals as
congtraint satisfaction problems. When a viewer isales a
request to visualize particular subjeds of interest and
spedfies how each should be viewed, a mnstraint solver
attempts to find a solution camera placement. CAMDROID
supports a broad and powerful set of camera constraints,
but employs a numerical constraint solver that is subject to
local minima failures [6, 7]. In our prior work, a task
model was used to dired a real-time @nstraint-based
camera planner to provide views of a leane’s avatar [3].
Neither of these two constraint-based systems provided a
systematic solution for handling constraint failures.

Automatic camera ontrol asdstants vary camera position
to avoid occlusions of a goal objed or satisfy screen-space
congtraints on how subjects appea on-screen [10, 16].
Automated camera navigation asdstants adjust camera
motion speed based on distance to the target or guide the
camera dong spedfied optimal vantages as a user
navigates over a terrain [11, 15]. Neither automated
viewing nor navigation asdstants can address user-
spedfied viewing goals becuse they focus on spedfic
subsets of theseisales or on controlling relatively low-level
parameters and frequently require ansiderable user inputs.

3D VISUALIZATION INTERFACE

We have developed a flexible 3D cinematic visualization
interface that allows viewers to at any time seled which
subjed(s) to be viewed, spedfy the vantage mnstraints for
each subjed, sded cinematic style or pace choaose the
style of highlights, and control the amount of information
displayed at one time on the screen.

Viewers may begin by selecting which subset of the
principlesto view. For example, in the interactive testbed,
they may select from the set of {Cop, Jake, Sam, money
bag, bank, or the hideout Joe's Placg by depressng the
toggle buttons along the battom edge of the screen. They
may then use adialog box to spedfy the desired optimal
viewing vantage angle for each subjed. Users submit a
viewing goal by pressng the Ask button.
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Figure 1: CONSTRAINTCAM architecture

Users can also spedfy the information content per screen,
which influences the number of simultaneous inset
viewports used to present multi-shot solutions.

The user can also indicate if highlight effects should be

used and if so what graphical style should be used.

e Outline: Draw a @lored redangle around the ohjed.

e Bounds: Draw a 3D bounding box around the ohject.

e Color Tint: the object istinted by the highlight color.

» Pulsate: The color of the highlight blinks if this option
is sleded.

The user may spedfy the cinematic pace by sdecting from

the foll owing options:

e dYow. camera moves dowly and shots have long
duration.

e Medium: camera moves at a moderate speed and shots
have a moderate duration of approximately 5 seconds.

» Fast: camera travels rapidly and shots have short
duration of approximately 3 seconds.

A user can seled a cinematic style by choosing one of the

foll owing strategies for sequencing canera shots.

e Informative: the canera is positioned to view the
subjed(s) from establishing shots that view the
subjed(s) from the user’s gedfied preferred vantage
angle. The canerawill move to track the subject(s).

 Mixed: Seleds a variety of shot sequences ranging
from establi shing views, pan shots, and ease-in/out.

e Dramatic: Camera shot sequences involving sweep-
arounds, ease-ins, and ease-outs are employed.

The stylistic sequences of camera shots are owmposed o
one or more shots of the following types presented in
sequence The sdeded cinematic style dictates which
spedfic sequences areinstantiated.

» Establishing shot: film al subjects from medium or
long range to show their relative locations or attributes.

e Pan: Fix camera position and rotate camera to track
subjed(s).

e Ease-in: Begin at establi shing shot, then move in for a
close-up.

« Ease-out: Opposite of ease-in.

PARTIAL CONSTRAINT CAMERA PLANNING
Camera planning begins when a viewer posts a 3D
visualization request. For example, she might request to
view three subjeds, two of which happen to be separated
by a grea distance, with the objective of comparing their
relative locations and physical attributes. This
visuali zation request impli es the foll owing constraints:

(1) All subjedsarevisiblein asingle view to establish

their relative locations and attributes

(2) The camera must be sufficiently nea the subjeds
that their distinguishing attributes are reagnizable

(3) Each subjed should be viewed from an angle that
revealsits distinguishing features

(4) Ocduding olstacles in the evironment cannot
obscure the subjects of interest.

Such visualization requests are solved by CONSTRAINTCAM
whose primary modules are illustrated in Figure 1.
Knowledge sources include the description of the 3D
world, a library of multi-shot frame structures, and the
given viewing congraint problem. Principle modules
include the Congtraint Anayzer, Constraint Solver, and
Multi-Shot Frame Composer. These computationsresult in
ahierarchicd visuaization plan of shots and insets.

Given a viewing goal, CoNsSTRAINTCAM attempts to find a
camera placement that will satisfy all of the @nstraints.
The Congraint Anayzer identifies regions of space in
which to dace the canera to satisfy each congraint. If a
solution is posshle, it is found by computing a wmmon
region of spacein which to pace the camera so that all of
the mngtraints are satisfied. |f a solution in the form of a
singe shot cannot be found, then the Constraint Solver
identifies which pairs of constraints are incompatible. The
weakest incompatible mnstraints are relaxed to permit a
solution, or the probem is decomposed to form a multi-
shot solution. The Multi-Shot Frame Composer exploits a
repository of multi-shot frame dructures to create
sequential or composite visuali zations of the multiple shot
solution. The solution is expanded into a hierarchicd
visualization plan, whose cild nodes represent individual
shots, and coded arcs denote sequential or simultaneous
display of child shotsin insets. The plan is then rendered
in red-time and typically lasts for a duration of at least four
seconds, then the entire 3D visualization planning process
isrepeated to refled new devel opments in the environment.



Formulating Camera Constraints

A user’s visualization god is expressed as a constraint
problem consisting of a number of constraints on the
subjed(s) to be viewed. The Constraint Solver supports
four types of congtraints (a subset of Drucker' s constraints
[6, 7]). Each constraint can be applied to any subject to be
viewed by the canera and includes arelative priority and a
marker indicating whether that constraint can be relaxed.

* Vantage Angle: Indicaes the permissble range of
relative orientations between the canera and the
subjed, e.g., which faces(s) of an ojed the amerais
all owed to view, and o these, which isthe optimal.

* \Viewing Distance: Spedfies the minimum and
maximum all owabl e distances between the camera and
the subject along with the optimal distance

e Occluson Avoidance: Dictates that camera position
should be adjusted when necessary to prevent the
subjed from being ocduded by obstacles.

* Room Enclosure: Limits the camera position to remain
within an optional enclosed redanguar region.

The strength of a constraint is determined by the product of
the priority of the subject it applies to and the given priority
of that constraint. During relaxation, constraints of lower
strength will be disabled before those of greaer strength.

Analyzing Consistent Regions

For each given constraint, the Constraint Anayzer must
determine a consistent region of space within which the
camera must be placed to satisfy that constraint. Consistent
regions are expressed in sphericd coordinates and packed
into discrete bit arrays (each hit represents a 3° x 3° span of
sphericd space) so that fast register bit-wise operators can
compute the solution intersedion in constant-time. Each
consistent region is expressd in terms of a local sphericd
coordinates gystem with origin at the ceater of the subject
upon which that constraint is applied.

For example, the mnsstent region satisfying the ocdusion
avoidance onstraint for a subjed Sis found by projecting
the bounding bokes of nearby potentialy ocduding
obstacles onto a sphere surrounding the subjed S (Others
have used a similar method for finding ocdusions [7, 16]).
These projedions are then converted into a global spherical
coordinate system and then negated to represent ocdusion-
freeregions of spacefor viewing subjed S

To compute an intersedion of the consistent regions, each
local consistent region must be first converted into a
common global sphericd coordinate system. This global
sphericd coordinate system is defined so that its origin is at
the center of all subjeds of interest. Each local spherical
coordinates consistent region is projected onto the surface

of the surrounding global sphere to affect the mnversion to
global spherical coordinates.

Computing Constraint Solutions

Once the onsigtent regions for all constraints have been
computed and converted into a @mmon dobal
representation, they are dl interseded. If the cumulative
intersedion region R is non-empty, then the Constraint
Solver seaches for the sphericd coordinates point (0, @)
within R that is neaest the optimal vantage for viewing the
set of subjeds. The optimal vantage for the set of subjects
is found by evaluating one of severa functions of the
optimal vantage of each individual subjed, e.g., average or
vantage of highest priority subject. The canera disance
dist away from the subjed(s) is computed via interseding
minimum and maximum distance intervals corresponding
to the mnsistent regions for the viewing disance
congtraints. If the optima vantage is ocduded, then dist
may be decreased to put the camerain front of the nearest
obstacle found by ray casting against obstacle bounding
volumes. Point (8, @ dist) is converted from spherical
coordinates to Cartesian coardinates to set the position of
the mamerawhich isaimed at the center of the subjed(s).

For example, asuume that vantage axgle aad ocdusion-
avoidance onstraints are applied to view the subjed shown
in Figure 2. Figue 2(a) illustrates the horizontal
component of the allowable vantage nstraint which
requests a front sided view of the Cop 6 [45°, 180].
Figure 2(b) shows the region of space marked incons stent
with resped to the ocdusion-avoidance @nstraint since it
includes an obstacle blocking vantages 6 [91°, 18(°].
Figure 2(c) plots the spherical consistent region for the
vantage nstraint where onsistent vantages (6, ¢) are
marked in white. Figure 2(d) plots the ocd usion-avoidance
consistent region with the ocduded region marked in dark
gray (inconsigent). For the sake of illustration, the @
(elevation) dimension is asdgned arbitrary values sncethe
example only presents a “top-down” view. Figure 2(e)
plots the mnsisent region computed from the intersedion
of the vantage ad ocdusion-avoidance @nstraint
consistent regions. To satisfy bath constraints, the canera
vantage @mponent 8 must lie within [45°, 90°]. The
elevation component assimes the abitrary range of @[15°,
60°]. Asaume that the optimal vantage angle was (6 135°,
¢ 45°). The solution consistent region is searched
beginning from (6 135, ¢ 45°) to find the @nsistent
vantage neaest to the optimal, which in this example
happens to be (B8 90°, @ 45°). This places the camera to
view the front of the Cop as shown in Figures 2 (f) and (g).

Constraint Failure Heuristics

If no solution can be found for the given constraints, then
the Constraint Solver attempts to find an aternate solution.
For many interactive 3D applications, it is acceptable—
frequently it is even criticd—for the aitomated camera to
present some view of the scene that gives the viewer some,
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Figure 2: Camera mnstraint solution example

if not all, of theinformation requested. To accomplish this,
the Constraint Solver first identifies the combinations of
congtraints that are incompatible. It next attemptsto find a
maximal solution satisfying as many of the higher strength
constraints as posshble.

Combinations of incompatible mnstraints are identified by
constructing an incompatible constraints pair graph. The
Constraint Solver credes a node for each Cg; the i
congtraint on subjed S. Next, it adds an arc conneding
nodes { Cq,1, Co)» } if their consistent regions Ry ; and
Re;, fail tointersed.

The Condraint Solver then repeatedly relaxes weaker
congtraints until no incompatible nstraint pairs remain.
Incompatible mnstraints are tested for relaxation in order
from lowest to highest strength. When a @nstraint can be
relaxed, it deletes all incompatible nstraint pair graph
arcsthat involve that constraint. It continues until either no
more nstraints remain to be tested or no more acs
remain in the graph. |f no incompatible @nstraint pairs
arcs remain, then it submits the resulting relaxed constraint
probem to the consraint solver. If relaxation was
successful, it returns a single shot camera solution to the
relaxed problem. For example, assume the vantage
congtraints of subjed S, and S, are incompatible aad the
vantage onstraint of S, is of lower strength. The vantage
congtraint of S, is then relaxed, and the acs dependent
upon it are deleted. Since no incompatible mnstraint pairs
remain after relaxation of S,’s vantage anstraint, then the
relaxed constraint problem can be solved.

If relaxation is not possble, then the Constraint Solver can
decompose the viewing congtraint problem into a multi-
shot solution. The Constraint Solver attempts to satisfy as
many constraints as posshle in each sub-problem to
minimize the number of shots. It places each incompatible
congtraint of the pair { Cqj1, Co,2 } into a distinct sub-
probdem P, It then inserts al posshle compatible
congtraints into each sub-problem. Thus for sub-problem
P« including constraint Cg;, it adds constraint Cg; if no
incompatible cnstraint pairs arc joins these wnstraints.
This maxima heuristic attempts to include as many
subjeds as posshle in each sub-problem (shot) which helps
establish the reative location attributes. Finally, each sub-
problem is solved to produce a camera shot.

For example, Figure 3(a) depicts an incompatible
congtraints pair graph for three subjeds Cop, Sam, and
Jake.  V indicaes vantage nstraintss D distance
congtraints, and O ocdusion constraints. Dotted arcs join
the incompatible digance @nstraints. Sam (lower midde
of Figure 3(c)) is too far away from the Cop and Jake
(upper middle) for all threeto appea in a single view from
adistancenea enoughso each isrecgnizable. Sincethere
are no incompatible mnstraint pair arcs between the Cop
and Jake, then the Constraint Solver can compute ashot of
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both characters (Figure 3(b)). The decomposed shot
depicting Sam appeasin the top right inset of Figure 3(c).

Multi-Shot Solutions

If the Congtraint Solver has decomposed a constraint
problem, then the Multi-Shot Frame Composer determines
how to present the multiple amera shots. Composite shots
combine amain viewport with one or more inset viewports
adlowing the viewer to gauge reationships between
subjeds. Alternatively, the user may prefer to focus on
each shot individually in sequence. The Multi-Shot Frame
Composer draws from a repository of multi-shot frame
structures, each of which displays from one to four camera
shots per screen.  Figure 3(c) illugtrates the display for a
preference of two insets to display the two decomposed
shots along with an overview shot of all three daracters
found by relaxing the failed dstance onstraints.

Coordinating Multi-Shot Visualizations

To improve the darity of the resulting visuas methods are
employed to establish connedions between subjects
appeaingin insets, avoid use of redundant inset shots, and

highlight the subjects of interest.  When a multiple shot
solution is produced, constraints are relaxed to create a
supdementa overview shot, which includes all subjeds of
the viewing goal. This overview shot is presented in the
main viewport in conjunction with the decomposed shots in
the inset(s) to help conned the subjeds in insets to their
respedive locations in the overview shot.

Theresulting inset shots are @mpared to the overview shot
to cull redundant inset shots which do not depict subjed(s)
of interest significantly better acoording to a measure of
constraint satisfaction success than the overview shot.
Each canera shot can be evaluated in terms of how well the
congtraints on the subject(s) shown are satisfied. A
congtraint satisfaction success rating is computed for each
shot by deducting a weighted penalty function for each
failed constraint. An optimality rating can be computed for
each shot based on how closdly the canera is placed
relative to the desired optima vantage for viewing each
subjed. Highlights in the form of outline redangles,
bounding boxes, or blinking colors can be applied to draw
attention to subjeds. Color-coded highlights are used to tie
subjedsin the insets to their positions in the overview shot.
Highlights are also applied when a subjed’s on-screen size
is below a threshald or the subject is ocduded as indicaed
by the onstraint satisfaction successevaluation.

EXAMPLE INTERACTION

This example illustrates how CoNsTRAINTCAM' responds
to a series of viewing goals in the interactive 3D testbed.
The user posts aviewing goal by seleding which subjed(s)
are to be viewed using labeled toggle buttons then pressng
the Ask button. In this example, viewing goal constraints
are spedfied to disallow relaxation so that failures exercise
multi-shot solutions with relaxed constraint shots in main
viewport overview shots. Initidly, the viewer alows at
most one inset viewport and wishes to view the Cop and
Sam. The resulting camera view in Figure 4 (a) depicts
Sam to the right of the police officer with bath surrounded
by buildings on either side Note that the canera has
elevated its position to oldain an ocdusion-freeview. The
camera vantage dightly in front of and to the right of the
characters is the result of averaging the user-spedfied
optimal vantages of each character (rear for the police
officer, and front-right for Sam) in addition to eevation of
the @amerato avoid the ocduding building.

The viewer next requests a view of the Cop and Jake. In
Figure 4(b) the camera canot find a clea shot of both
sincethey are located on opposite sides of town. Distance
congtraints fail sincea single shot of bath characters would

1 The interactive 3D testbed consist of approximately
55,000 lines of C++ code and achieves frame rates of
approximately 7 to 15 frames per seaond on a 333 MHz
Pentium 11 with a Permedia2 OpenGL accderator.
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Figure 4: Example screen shots

requirethe canerato be placed too far away for either to be
reamgnizable. Multi-shot decompositi on results in one shot
of the Cop and a shot of Jake. Since one inset is allowed
by the viewer, the Multi-Shot Frame Composer creates a
relaxed-constraint overview shot in the main window and
uses the inset viewport to first show the detail shot of Jake.
Jake, outlined in white in the overview and inset, stands at
the lower rightmost stred corner. Seoonds later the inset
will present the shot of the Cop, outlined in red, who
appeasin the upper left of the overview shot.

Next, the viewer allows upto two insets. A viewing goal is
posted to show the Cop, Sam, and Jake. As Sam moves too
far away, the three daracters can no longer clealy appea
in asingle view, and a multi-shot solution consisting of an
overview shot and two insets is employed as shown in
Figure4 (c). Thefirst shot, which appeasin the upper left
inset, satisfies the constraints on the Cop and Jake. The
second shot of the decomposition (top right inset) depicts
Sam who is outlined in white axd stands in the battom
center of the overview shot. For additional details on how
the partial constraint solution was computed in this multi-
shot example, you may refer back to Figure 3.

sHow [NESE

Jake ™ Sam Money Bank Hideoutl ASK!
(b) Overview with oneinset and color-coded highlights

SHOW | €op Jake Sam Money | Bank Hideout  ASK!
(d) Overview and inset of cop but culled multi-shot of bank

Lastly, the viewer shifts focus to the Cop and bank. The
multi-shot solution presents the Cop (outlined in red) in an
inset viewport snce he appears gnall in the left side of the
overview shot, but cull s out the multi-shot of the bank since
it appeasclealy in the middleright of Figure 4(d).

CONCLUSIONS AND FUTURE WORK

As interactive 3D worlds appea in an expanding range of
entertainment, educational, and training systems, they place
an increasingly heavy demand on red-time visuaization
systems to respond to user-spedfied viewing requests in
complex environments. We have proposed an intelligent
visualization interface framework for planning goal-
direded shots in interactive 3D worlds. By exploiting the
flexibility of partiad constraint satisfaction, it can compute
“next-best” solutions to dfficult viewing problems by
relaxing lesscriticd constraints and by creating multi-shot
solutions with customized highlights and insets. Whil e this
work addresses many of the core issies in automated
camera planning, much remainsto be done. For example, a
direa-manipulation interface @uld be used to sdect the
subjed(s) and spedfy any of viewing constraint minimum,
maximum, and optimal values. The sil houettes, rather than



bounding boxes, of occluding objects sould be plotted to
handleirregular and concave polyhedral objects. Presently,
the dgorithm misses ome solutions that place the canera
in front of an ocduding object. We ae developing a more
complete representation of distances of potential ocduding
objeds. We will be exploring these isaes in ongoing and
futurereseach.
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