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Other use cases?
Book scanning

Converting handwriting in real time to control a computer

Data entry for business documents

Archeological



Why is it hard?
“Off-line handwriting recognition is comparatively difficult, as different people have different 
handwriting styles. And, as of today, OCR engines are primarily focused on machine printed text 
and ICR for hand "printed" (written in capital letters) text.”

https://en.wikipedia.org/wiki/Handwriting_recognition

https://en.wikipedia.org/wiki/Intelligent_character_recognition
https://en.wikipedia.org/wiki/Handwriting_recognition


Why is it hard?
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Let’s dive in
Binarization



Color to Grayscale



Thresholding



Binary image



Algorithms Quiz
How can you find a connected component in an undirected graph?

How can we do that for a pixels matrix?



Finding Connected Components



Finding connected components
4 connected:

8 Connected:



Image descriptors
Histogram of oriented gradients (HOG)

◦ Object detection in images

Local binary patterns (LBP)
◦ Powerful for texture classification

Often used together
◦ improves the detection performance considerably on specific datasets



Max pooling
The process of down-sampling and input representation



Basic Machine learning
The past provides information about the future

Supervised

Unsupervised

K-nn Algorithm



The solution
Approaches

Simplicity vs. Efficiency and Effectiveness

Modularity

Scalability



The solution
Preprocessing Dataset Images 

◦ Binarization

◦ Finding Word-like targets



Overlapping Candidates



The solution
Preprocessing Dataset Images 

◦ Binarization

◦ Finding Word-like targets

◦ Resizing potential targets 

◦ https://mrl.nyu.edu/~dzorin/ig04/lecture08/lecture08.pdf

https://mrl.nyu.edu/~dzorin/ig04/lecture08/lecture08.pdf


What we’ve got so far



The solution
Preprocessing Dataset Images 

◦ Binarization

◦ Finding Word-like targets

◦ Resizing potential targets

◦ Calculating image descriptors

◦ Normalization

◦ Max-pooling



The solution
Processing query image

◦ Binarization

◦ Resizing

◦ Calculating Image Descriptors

◦ Max-pooling



The solution
Calculating L2 distance between query and dataset images

Picking the closest k images (KNN algorithm)







Method Results
2 Datasets

◦ The George Washington dataset

◦ The Lord Byron dataset

◦ ~20 pages, ~5,000 Words each





Conclusion
Word spotting is a useful substitute to OCR

Simplest method that can provide “state-of-the-art” results

Results can be improved in each of the steps

Potential of the method



Thank you for listening


